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Abstract- The objective of this research is to develop a monocular vision system that can locate the positions of the road lane in real time. First, Canny approach is used to obtain edge map from the road image acquired from monocular camera mount on vehicle; Second, a matching process is conducted to normalize the candidates of road line; Third, a searching method is used for reinforce potential road lines while degraded those impossible ones; Forth, a linking condition is used to further enhance the confidence of the potential lane lines, and a K-means cluster algorithm is employed to localize the lane lines; Finally, a on board system is designed for experiment. The proposed system is shown to work well under various conditions on the roadway. Besides, the computation cost is inexpensive and the system’s response is almost real time.

Index terms: Intelligent transportation system, machine vision, intelligent vehicle, traffic safety, driver assistant system
I. INTRODUCTION

Recently, the traffic problem is more and more serious with the increase of vehicles. Most traffic accidents were caused by the negligence of the drivers. In order to reduce the number of traffic accidents and to improve the safety and efficiency of the traffic, the researches and companies on Intelligent Transportation System (ITS) have been conducted worldwide for many years. Intelligent vehicle (IV) system is a component of the ITS system, which aims to assist drivers in perceiving any dangerous situations earlier to avoid the accidents through sensing and understanding of the environment around itself [1].

Up to now, there have been numerous research results falling into the field of lane recognition. In [2], the authors generate the bird's-eye view image of the road plane first by using Inverse Perspective Mapping (IPM) to remove the perspective effect. Next, it extracts the lane markers based on the road constraints and the lane marker's width. Another research work with different philosophy can be seen in [3] where a curve road model was proposed. In that work, a deformable template method is used to optimize a likelihood function based on the proposed model. However, it cost huge computational resources.

Several different strategies have been reported in the literature to deal with various road types. Edges, intensities or other lane-marking features are commonly used for lane detection of structured roads, which have obvious lane markings, clear edges, relatively high intensities and specific colours and features. For example, the AURORA system [4] used adjustable templates to track lane markings for structured roads. Kluge [5] used a deformable template model of lane structure to locate lane boundaries without thresholding the intensity gradient information. The GOLD system [6] performed lane detection based on a pattern-matching technique that relies on the presence of lane markings. The LANA system [7] captured the magnitude and orientation information of edges based on a set of frequency domain features. Wang et al. computed a potential edge field and a potential orientation field from the image and applied B-Snake or Catmull-Rom spline to model curved lanes [8, 9]. The TFALDA system [10] utilized the starting position, direction and grey-level value of a lane boundary as features to recognize the lanes. The VioLET system [11] utilized steerable filters for lane-marking detection and used an adaptive template to estimate road curvature.
For unstructured roads that have no obvious lane markings or lane boundaries, color and texture information combined with edges are often employed to distinguish the road surface from the surroundings under the assumption that the color or texture of the road surface is very different from the surroundings beside the road. The SCARF system [12] used a set of Gaussians to model the colors of both off-roads and roads that have degraded surfaces and edges with no lane markings. Rasmussen [13] assumed that the color of road surface is homogeneous and utilized texture features to deal with rural roads. Gao et al. [14] presented an unstructured road detection algorithm through feature learning using colours in HSV representation. Huang et al.[15] also proposed a system based on HSV color space and road features. In addition to pure vision-based algorithms, Liu et al. [16] fused multi-sensor data acquired by both a camera and a laser range finder for unstructured road tracking. Dahlkamp et al. [17] also proposed a system with multiple sensors. The laser sensor is used to scan for flat, drivable surface area near the vehicle, and the extracted area is used as the training data for the computer vision algorithm.

Pomerleau [18] proposed a Rapidly Adapting Lateral Position Handler (RALPH) system, which constitutes an adaptive high-speed matching procedure to determine the lane's curvature and its lateral offset. Though the RALPH approach reduces computation cost for rapid response, it suffered from low precision and influenced by the insufficient parameters. There is an additional approach [19] which combines the Hough Transform and the Line-Snake model. It first divides an image into a few sub-regions along the vertical direction, and then performs the Hough transform on each sub-region to obtain an initial estimation of the lane boundaries. Afterwards, the Line-Snake model is exploited to improve the results of lane boundary detection.

There are some shortcomings in traditional methods [20-22], for example, an algorithm that performs well on structured roads could work poorly on unstructured roads, whereas an algorithm suitable for handling rural roads might not be suitable for handling highways. More specifically, edge or intensity-based methods will fail on unstructured roads because of lack of obvious edges or markings with bright intensities. On the other hand, the assumption for colour or texture-based methods does not hold for highways because the colour and texture of one lane does not have much difference from the lane right next to it.

The purpose of this work is to inherit these promising research results and further explore the potential of this challenge problem. Generally, a robust and effective lane detection approach should be comprehensive the following aspects,
(1) Considering roads including straight, curved, painted, unpainted roads.
(2) Shadows are presence of results from artifacts produced by trees, buildings, bridges, or other vehicles, etc.
(3) Moderate computational complexity so that a common embedded processor can qualified; and effectively cost control so that consumer can afford.

The organization of the lecture is as follows. After a general introduction of the research issue of the intelligent vehicle system, a real time lane detection algorithm based on monocular vision has been discussed in section II. The system design includes of hardware and software procedure is developed in section III. In section IV, the real time experimental results and analysis has been discussed. Finally, the lecture has been concluded in section V.

II. LANE DETECTION

Considering the complexity of the environment of actual lane, road line is often degraded by some factors, such as shadows, water, pavement cracks, etc, so in the lane detection process, it is difficult to achieve both high detection efficiency and robustness, so it is necessary to optimize the algorithm.

We propose an algorithm with a single camera, which can be decomposed to five steps, the scheme is depicted in Fig.1.

Figure 1. Block diagram of lane detection

a. Edge detection
The goal of edge detection here is to find all present edges from road image as far as possible, because in which potential road line may be included. So a reliable and accurate edge detector should be selected firstly. There are a lot of edge detectors, for example, Canny, Sobel, Prewitt, Roberts and Laplacian operator that are usually tuned for specific type of profiles. In this work,
we use Canny approach to achieve the edge map from the road image for its accurate edge localization character, the result is shown in Fig. 2.

![road map and Canny detector](image)

(a) road map (b) Canny detector

Figure 2. Edge detection

b. Matching

After edge detection, the edge map is obtained. However, it is including too many unwanted figures that should be eliminated by subsequent steps.

Considering a $3 \times 3$ neighboring window as shown in Fig. 3, there are only sixteen different types of line segments can appear. The front 12 types is necessary constituent components for the following procession, but the last 4 types is useless since it will be look upon two different line segments of candidate according to search for principles of below section. In practice, these 4 types of line segments usually describe disordered texture.

![Models of likely line segment candidates](image)

Figure 3. Models of likely line segment candidates
For each kind of line segments a specific template, called type energy, is designed. When input map image is convolved with these templates, the type of the line segment is ascertained. For example, for the first type of line segment in Figure 3 (a), let

\[
e_i = 2f(x,y+1) + 2f(x,y) + 2f(x,y-1) - f(x+1,y+1) + f(x+1,y) + f(x+1,y-1) - f(x-1,y+1) + f(x-1,y) + f(x-1,y-1)
\]

Where \( f(x,y) \) is the value of the map image at position \((x,y)\) and \(e_i\) is the type energy corresponding to template \(i\) among these 16 types of line segment model.

Similarly with equation (1), type energies corresponding to all the sixteen templates are computed. To avoid of same type energy value maybe product among different template, both type energy and priority are considered together. Namely, if there are two different type of line segment have same type energy, the final adjudgement about these two type decided by their priorities. In this case, the priority is ordered by a-> b-> e-> f-> i-> l-> m-> n-> o-> s for the left lane line and by a-> c-> d-> g-> h-> k-> l-> m-> n-> o-> s for the right lane line.

c. Searching

A priority and orientation based searching method is used for enhance and label potential lane segments from edge map, while degraded those unwanted edge feature.

![Diagram](image)

(a) left boundary. (b) right boundary

Figure 4. Direction of search.

In road image, road lanes present two intersect lines at vanishing point resulting from the image perspective. So the searching for rules should be property of preserves longitudinal and latitudinal continuity of the road markings or boundaries, while make other unwanted edges, for example shadows, disordered as much as possible, so that discard by subsequent discrimination. The search scheme descriptions as follows. As depict in Figure 4, a local 3×3 processing window is choose to judge where, orientation in this case, the route should go on. Taking left lane for
example, the current point (darker block) just has three directions to choice, 90 degree, 45 degree and 0 degree, reference to Figure.4 (a), which is also their sequence of priority. Both lane sides use same rules except for different orientation priority; see Figure.4 (b) for right lane line case. According to this principle, a scan from left bottom, for finding the left boundary, to right top of the map image, which maximize preserved the trace of the lane line or road boundary, while disorder the irrelevance edges come from shadows, obstacles, etc. It should be note that there are two separately searching process acts on the same edge map, one pass for the left lane and the other for the right one.

After searching rules have been conducts on Fig.4 (b), a lot of insignificant line segments that separated by searching rules have been weaken now. Figure.5 (a) and (b) show the effect. In this case, a simple filter can be employed to eliminate short segments and get more pure edges map. The results is present in Figure.5 (c) and (d).

![Figure.5 Searching results](image)

**Figure.5 Searching results**

**d. Linking**

Based on results from search, a linking condition is used to assemble matched segment that further strengthen the confidence of the potential lane line.

After searching step, all candidate line segments have been traversal and labeled. Although the unwanted edges have been weaken, potential lane lines may also become discontinuous. In order
to link those coherence lines into a most prominent line chain, a linking step is considering for solving this problem.

In mathematics, suppose \( P(x_i, y_i) \) to be a point in edge map and \( \theta_i \) is its orientation that can approximated calculated by equation (2)

\[
\theta_i = \arg \tan \left( \frac{y_{i+1} - y_{i-1}}{x_{i+1} - x_{i-1}} \right)
\]  

(2)

In an edges map, the set of road candidate \( S \) is defined as a collection of couple of points described as follows

\[ S = \{ s_k | (P(x_{ke}, y_{ke}), P(x_{ks}, y_{ks})) \} \quad k = 1, 2, \cdots \]  

(3)

Where \( k \) is the total number of the edge segments in set \( S \), the \( P(x_{ke}, y_{ke}) \) and \( P(x_{ks}, y_{ks}) \) is the start and last end point of the \( k \)th edge.

\[
\begin{align*}
\min L(d, \theta) &= d(P(x_{ke}, y_{ke}), \angle P(x_{ke}, y_{ke})) \bigg( P(x_{ks}, y_{ks}), \angle P(x_{ks}, y_{ks}) \bigg) \\
&+ \theta(P(x_{ke}, y_{ke}), P(x_{(k+1)e}, y_{(k+1)e})) \\
\text{subject to} \quad 0 \leq \theta(P(x_{ke}, y_{ke}), P(x_{(k+1)e}, y_{(k+1)e})) \leq \lambda \\
&0 \leq d(P(x_{ke}, y_{ke}), \angle P(x_{ke}, y_{ke})) \leq \gamma
\end{align*}
\]  

(4)

Aim to further weaken the unwanted fraction segments; a linking process should be performing. As depicted in Fig.6.

In Figure 6, \( d \) is the distance from point \( S_{(k+1)s} \) (start point of \( S_{(k+1)e} \)) to tangent \( l_k \) and \( \theta \) is angle difference between two tangents \( l_k \) and \( l_{k+1} \). and \( \lambda, \gamma \) are two constant parameters can be adjust by user.
Localization

Finally, a conventional cluster algorithm is used to localize the lane lines. In this case, K-means cluster algorithm is chosen. K-means clustering is a method of cluster analysis which aims to partition \( n \) observation into \( k \) clusters in which each observation belongs to the cluster with the nearest mean. In this paper, given a set of points \((x_1, x_2, \ldots, x_n)\), the \( k \) is decided by the priori knowledge.

After large sample statistics on the computation platform, the platform will be introduced in part 4, we get the compute time of every frame, as shown in table 1. Average processing time of each frame is 75.6 ms, which means 13 fps, can satisfy the requirements by normal speed.

<table>
<thead>
<tr>
<th>Table 1. Computation cost of lane detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>edge detection</td>
</tr>
<tr>
<td>Time/ms</td>
</tr>
</tbody>
</table>

III. SYSTEM DESIGN

Aim to test the algorithm proposed above, an Advanced Driver Assistant System (ADAS) should be designed [23]. ADASs are inherently human-centered, since the control system must work together with the driver to achieve a safe and comfortable driving experience. The human-machine interface (HMI) provides the layer between the control system and the driver. The HMI is a very important factor in the ADAS design, because the HMI must be interpreted by the driver in a natural way, and should not reduce driver vigilance or cause compensation effects. These human factors issues involve detailed research outside the scope of this thesis, and HMI system design and validation will therefore not be further investigated.

On the other hand, the interaction with the human driver adds extra complexity to the system design, an issue that cannot be neglected in the system validation process. Unfortunately, it is often difficult to validate the HMI operation against qualitative criteria, because of the psychological elements of HMI interpretation.

In our system, with the optical sensor on the front glass, the road environment is collected through video, then using our detection methods, the lane is detected, the results display at the same time, and give drivers valid road information. The device comprises two function modules mainly: one is image acquisition module (hardware), another is processing (software) module.
a. Hardware
The hardware structure is demonstrated by Fig.7, the system’s reliability, mobility are considered mainly, according to the different environment under indoor and outdoor, we select two kinds of power units, one is battery, another is AC/DC transformer, and the camera is Lm085 by Lumenera corporation, which is 100 fps under resolution of 320×240, the CPU is Intel Pentium III, 933MHz, and LCD touch screen is used to reduce the occupied space, and to optimize the users’ feeling.

b. Software
OpenCV (Open Source Computer Vision Library) is an open source computer vision library on multi-platform by Intel, which owns strong ability in image processing and matrix computation[24], and the algorithm is optimized according to Intel instruction set, it is free for researchers. In this paper, we design the program based on it, whose interface is similar to a navigation software by GPS.

![Figure 7. Diagram of hardware system](image)

IV. EXPERIMENTS

a. Camera calibration
Camera calibration is a mean to determine the parameters of transformation between the image coordinate and the world coordinate. The most typical approaches with monocular camera, is the
method proposed by Zhang [25], we take international universal standard checkerboard as calibration reference to solve the constraint camera parameters.

Figure 8. Checkerboard from multi-view

Fig. 8 gives a set of plates, from this calibration way, we can get the camera internal parameters are: $x_c=158.034\,\text{,}\quad y_c=124.958\,\text{,}\quad Nx=253.462\,\text{,}\quad Ny=259.5$. Where $x_c$ is the reference point coordinates along X direction, $y_c$ is the reference point coordinates along Y direction, $Nx$ is the focal length along X direction, $Ny$ is the focal length along Y direction.

\[
X_w = \frac{b(x-x_c)(z_w-D)}{a \cos \alpha + (y_c-y) \sin \alpha} \\
Y_w = \frac{(z_w-D)((y-y_c) \cos \alpha + a \sin \alpha)}{a \cos \alpha + (y_c-y) \sin \alpha} \tag{5}
\]

In equation (5), $a=fNy$, $b=Ny/Nx$, $D$, $\alpha$, is the external parameters, the height and the angle of rotation respectively. $a$, $b$ is the internal parameters of the camera.

b. Test process

Figure 9. Scheme of experiment

The main purpose of system test is to verify the reliability and real-time of hardware and software system, which is the guarantee for future upgrades and improvements.
Experiment scheme as shown in Fig 9, from the camera on the front glass, we collect the traffic scene, and process with the system.

After calibrating the camera parameters, we install the camera on the wind screen, similar to [26]. The coach is as shown in Fig 10(a), and the installation location is shown in Fig 10(b), USB 2.0 is used to collect images real-time from sensor to the memory card, after processing the image, the results are displayed on LCD.

![Platform and Installation Images](image)

**Figure 10. Test application**

After these preparations, we test our system on the expressway from Nanjing to Hangzhou, in order to get enough pictures, we take video in various light and different weather, by the process, some typical results are shown in Figure 11:(a) is straight road in good illumination, (b) is curved road in good illumination, (c) is straight road in poor illumination, (d) is curved road in highlights, (e) is pavement surface with significant distress, (f) is curved road in significant shadows, (g) is straight road in shadows, (h) is unstructured road, (i) is S type non-flat road.

![Result Images](image)

(a) straight road in good illumination  (b) curved road in good illumination  (c) straight road in poor illumination
In this paper, a novel intelligent vehicle oriented lane detection approach using monocular camera is presented. Conclusions are made as following:

(1) A five steps lane detection scheme that can successfully locate the lane line or boundary. In addition, it is also effective in various bad road scenes.

(2) No assumptions are made about road structure, marking, or lane type, etc, so it owns a better generalize capability than others.

(3) Plenty of experiments have been conducted and results show that the proposed method is robust to noises, shadows, illumination variations in the captured road videos, and is also applicable to both the marked and the unmarked road.
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